IRNC Review – TransPAC2 Workplan Issues

Prepared by James Williams – Principal Investigator

Following are eight issues raised directly in the TransPAC2 portion of the IRNC Review.  While other issues in the review require IRNC wide action, these issues are related specifically to TransPAC2.  As such, the issues will be addressed via an IRNC Review Workplan.  The Workplan will be updated regularly, in a manner similar to the other TransPAC2 Workplans. 
1. Work with our partners in Asia to develop a deeper view into and understanding of routing issues and traffic load across the existing multiple trans-Pacific links.

Working with groups such as the APAN measurement group and the Research and Education Network Operators Group (www.renog.org) will facilitate a deeper understanding of trans-Pacific routing and traffic issues in the coming year.  We also believe that close coordination between the IRNC project awardees is crucial to this discussion and will continue to advance that goal.  

2. Work with our partners at the APAN NOC to deploy perfSONAR in the spring of 2007.

TransPAC2 engineers are currently working with the Internet2 pipes group and the DICE consortium to deploy perfSONAR on the TransPAC2 network in Las Angeles.  This will integrate TransPAC2 performance data into the global measurement infrastructure.  Efforts have been hampered by the current JAVA release of the perfSONAR code (a number of groups have reported installation issues).  A perl implementation of the measurement archive (MA) piece is expected out soon.  We feel comfortable that TransPAC2 will have a functioning perfSONAR node in Spring 2007 as currently scheduled.       

3. Work closely with the Internet2 Telemedicine Group and the APAN Telemedicine Group to encourage and assist their activities.

TransPAC2 will continue to keep abreast of the activities of both the Internet2 and APAN telemedicine group by attending meetings and receiving correspondence through the relevant email lists.  Every effort will be made to disseminate information to each group where appropriate and encourage the use of the TransPAC2 network.

4. Work more closely with PRAGMA to assist in their Grid related efforts.

TransPAC2 will continue to provide guidance and support of PRAGMA activities as an active member of the steering committee.  Efforts will be made to attend PRAGMA events and to provide network and Grid Operation Center (GOC) support whenever possible.

5. Work closely with KDDI-America (and possibly other vendors) to deploy Layer2 services across TransPAC2.

Both Indiana University and Internet2, the co-investigators on the project have extensive experience with Layer2 services and are strong participants in the community advancing the goals of advanced layer2 and hybrid circuits toward the edges of the Network. TransPAC2 will investigate the possibility of obtaining a secondary circuit from its carrier to be used as a dedicated layer2 interconnect with the new Internet2 Ciena-based network. TransPAC2 engineers will engage both the US and Asian Pacific community in discussions regarding interoperability and operations. Great strides were taken toward that goal at the Fall 2006 Internet2 Members Meeting in Chicago. 

6. Develop a better understanding of network usage.
Network usage statistics are available online at www.transpac2.net/stats.  These tools are currently under development and efforts are under way to provide more detailed traffic reports to the public.  A better understanding of network traffic trends and usage will be a focus of our efforts in the coming year.

7. Using Arbor PeakFlow  tools to set autoblocks.
It is our experience that the auto-blocking capabilities of the Peakflow system be used as a guide or indication that some action should be taken.  There should always be a human in the decision making process, based on available resources.  TransPAC2 utilizes the front line and engineering staff of the Global Research NOC to monitor the link 24x7x365.  When a network anomaly is detected there are qualified personnel to take appropriate actions.  TransPAC2 understands that this does not apply to other networks with limited resources.  There is a danger with any auto-mitigation scheme of exploiting blocking rules and creating a denial of service at the network level.  Another concern is that Peakflow uses sampled netflow and even a highly tuned system will have false positives.  Finer grained data and deeper packet inspection is required to determine the true nature of traffic on the link.  Requiring a human in the mitigation process helps to reduce errors in anomaly detection and action required to combat network threats. We will continue to work with Arbor Systems to refine their autoblock capability.    

8. Investigate implementing VCs to LHC sites served by TransPAC2.

Investigation into the specific needs of LHC communities will be accomplished in conjunction with work with PRAGMA, Open Science Grid (OSG), and other grid related organization like the OpenGridForum.  TransPAC2 is currently an IP packet based network and therefore does not provide direct support for virtual circuits, however TransPAC2, in its current configuration, could be used to provide MPLS services across the Pacific connecting say the Internet2 network to networks in APAN.  As TransPAC2 evolves and Layer 2 capabilities are available, direct VCs will be investigated.
